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Abstract

The PicUp3D/Spis code is a prototype of a new
simulation software dedicated to accurate quanti-
tative simulation of spacecraft plasma interactions
and developed in the context of a European sci-
entific and industrial network. It is based on a
3D Particle-In-Cell (PIC) approach. The use of
unstructured schemes in the spacecraft geomet-
rical description and of the Capacitance-Matrix
method in the field derivation has been success-
fully experimented in order to model 3D realis-
tic geometries. The code is organized as an open
and versatile object-oriented library and is fully
written in JAVA. It is believed that this code will
meet the requirements of the scientific community
in term of geometric and physics accuracy espe-
cially for instrument calibration and observation
analysis.

1 Introduction

Spacecraft platforms and systems interact some-
times strongly with the space plasma environment.
Due to their mobility, charged particles (electrons,
ions) hit external surfaces and, in synergy with the
ionisation effect by solar UV or high energy par-
ticles, lead to the accumulation of a net electrical
charge on spacecraft surfaces. This accumulation
of charge builds up an electrostatic potential dif-
ference between the satellite and the plasma, able
to reach many kV negative or a few tens volts
positive. Modifications of the spacecraft electro-
static environment and spacecraft-charging may
affect the performances of technological systems
and must be carefully considered especially for
high accuracy measurement sensors. Induced elec-
trostatic field and other perturbations of the plasma
by the spacecraft (wake, shadowing) may severely
affect low energy particles and plasma measure-
ments. Potential difference greater than or of the
order of the ambient plasma temperature observed

on scientific spacecraft as diverse as Freja, Inter-
bal, Polar, FAST, Cluster, offer very good exam-
ples of such problems.

The IPICSS project, for Investigation of Plas-
ma Induced Charging of Satellite Systems, was
initiated at IRF-K to analyse the effects of plasma
interaction on modern satellite systems, including
scientific instruments. The project is a collabo-
ration between IRF-K, ESA/TOS-EMA, CNRS/
CETP and CNES, in the framework of the SPINE
network [1]. The objectives were an in-depth anal-
ysis of current knowledge and of the methods used
in spacecraft-plasma simulation and to propose
new technical solutions whenever appropriate[2]
[3] [4]. The main output is a first version of the
kernel of an open library of simulation tools, called
SPIS for Spacecraft Plasma Interaction System,
which takes advantage of modern computing tech-
nology, and is based on an Object-Oriented Ap-
proach (OOA). It is based exclusively on exist-
ing open source software in order to facilitate a
development in community. A first example is
PicUp3D/SPIS, which is an experimental electro-
static multi-species 3D Particle-In-Cell (PIC) code
written in JAVA. The results of the first valida-
tion tests of this code are presented and discussed
in this paper.

2 Models

2.1 PicUp3D/SPIS code

In the PIC method, described in details in e.g
[5] and [6], the Vlasov-Poisson system is approxi-
mated by the integration of the motion of a large
set of macro-particles (typically between one and
ten million) interacting with the electric and mag-
netic fields, self-consistently computed as function
of the charge densities and currents. In the elec-
trostatic approach, the electric field is obtained
via the electric potential derived from Poisson
equation. The system of equations to solve is:
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The Poisson equation is solved on a regular
3D Cartesian grid using finite differences and the
Gauss-Seidel/Chebyshev method. The motion of
particles is integrated with a classic leap-frog sche-
me and an additional constant magnetic field can
be added. The PIC method is based on a kinetic
description of the plasma and it is in principle
possible to model the complete structure of the
sheath, including wakes and magnetic shadowing
effects. However, there are also many specific dif-
ficulties, e.g. the treatment of particles at the
boundaries of the simulation box and the presence
of a collecting object inside the computational do-
main.

2.2 Spacecraft geometry

A strong effort was devoted to provide the most
versatile and detailed description of the spacecraft
geometry. The issue of the geometrical descrip-
tion of the spacecraft is directly related to the
particle/surface intersection problem and the res-
olution of Poisson equation. Forseen applications
of the code to instrument calibration requires the
possibility of a very detailed description of the ge-
ometry of the detector as well as the whole space-
craft structure. A description of the spacecraft ge-
ometry using triangular unstructured meshes was
introduced in PicUp3D. This allows the possibil-
ity to adapt the mesh size and to increase the
resolution for the most relevant elements only. A
large majority of existing 3D modellers use similar
approaches and may be easily linked to the SPIS
system via an input format similar to the VRML
format, used e.g. in virtual reality.

The interception of particles is done using a
ray-tracing technique. Because the trajectories
are not straight lines, the intersection test should
be done for each time step and the corresponding
subroutine should be optimised carefully. The in-
terception algorithm is constituted of two steps.
First, it is determined whether the particle will
cross the plane defined by the triangle or not.
Second, it is determined whether the intersection
point (if any) is inside or outside the triangle. To

Figure 1: Examples of objects modelled with

PicUp3D, viewed using the Java/Java3D based 3D

visualisation features of SPIS. Left side shows a first

model of the Swedish/German Freja satellite, mod-

elled with 859 elements of surface. The right side

shows standard spherical target used for the Lang-

muir probes simulations. Red crosses correspond to

the virtual electrodes used in the charge equivalent

method.

this end, barycentric coordinates (α, β, γ) of the
intersection point I are introduced. This is equiv-
alent to express the coordinates of I in the coor-
dinates system Rtri defined by two sides and the
normal of the triangle. With this formalism, the
conditions of interception are reduced only to the
passage from the main coordinates system of the
Rtri system and three tests on scalars. The cur-
rent collection is then determined on each element
of surface counting reaching particles by unit of
time. It is more meaning full to average the total
collected charge over a few plasma periods.

2.3 Potential derivation

The difficulty is to take into account the inner
boundary constituted by the spacecraft surface.
Two approaches are currently investigated. In
the first one, the spacecraft structure is projected
to the Nearest Grid Point (NGP). Correspond-
ing grid cells are switched inactive for the Poisson
equation solving subroutine and become a bound-
ary condition. In an alternative approach, the
boundary condition in potential is converted into
an equivalent condition in charge, with virtual
electrodes (see red crosses on Fig.1) uniformally
distributed on the spacecraft surface and charged.
The spacecraft potential is let floating and Pois-
son equation is computed everywhere on the grid,
taking into account these charges. The spacecraft
potential is then just read as an output. The
main advantage of this approach is a better fi-
nal resolution in the geometrical description of the
spacecraft. Electrodes can be positioned exactly
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on the spacecraft surface as illustrated in Fig.1
and independently on the grid structure. In case
of complex objects, the difficulty is to define the
right value of each charge. This problem can be
solved by the Capacitance Matrix method [7] [8]
or introducing an internal equivalent circuit à la
NASCAP [3], which will define dynamically the
distribution of charges assuming a set of coupling
factors However, these modules are not fully im-
plemented yet in PicUp3D/SPIS and the charge
equivalence method is currently used only for ob-
jects with a symmetry of revolution.

2.4 Boundary conditions and parti-
cle injection

The injection of particles at the boundary of the
grid is critical for the consistency of the simula-
tion. The difficulty is to define an open bound-
ary corresponding to the unperturbed plasma. In
PicUp3D, Singh’s tank method [9] is used.
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Figure 2: Geometry and principle of the sources of

particles. “Tanks” are located just outside the com-

putational grid and uniformally filled with particles.

Particles scatter freely toward the grid.

As illustrated in Fig.2, a “tank” of particles
is built around the computational grid and uni-
formally filled of particles at the nominal density.
No field is applied in the tank. Particles can freely
scatter into the computational box. Conversely,
particles inside the computational grid may scat-
ter into the tank. For optimisation reasons, the to-
tal number of macro-particles defined in memory
is fixed. Only one part of them are switched active
and used for the simulation. This defines a rela-
tive loading ratio with respect to the total number

of macro-particles. In order to always have a stock
of free particles, a nominal ratio of active parti-
cles is set to 80 % of the total number of macro-
particles. In Fig.3, the loading ratio is shown as
a function of the time for various configurations.
The dashed line corresponds to the nominal load-
ing ratio. The dotted line corresponds to the free
scattering case, without any field present in the
computational box, and the solid line to the case
where the electric field is consistently computed
inside the grid such as in the PIC model. Espe-
cially in this case, one can observe a significant
depletion of the density, due to a loss of a part of
the electron population. The difference between
the two cases proves that this loss is probably due
to the discontinuity of the electric field at the grid
limit and not only to the higher mobility of elec-
trons as interpreted in [9]. Longer simulation runs
have shown that the density is globally constant
with fluctuations around 10%. In all cases, no dis-
turbances or density barriers have been observed
during various tests, including at very low tem-
peratures (Te = 0.01 eV ). The residual random
fluctuation in potential remains of the order of the
thermal energy (see Fig.4).
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Figure 3: Relative loading ratio: dotted and solid

curves correspond respectively to the free scattering

(without field) and self-consistent fields (PIC) modes.

The dashed line corresponds to the nominal number

of active particles.

3 Tests and first applications

3.1 Langmuir probe

So far, the capabilities of PicUp3D have been main-
ly tested via the simulation of spherical Lang-
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muir probes in various plasma conditions. The
sheath structure and potential-current character-
istics have been especially studied in detail. Fig.4
shows the iso-levels of the potential map corre-
sponding to a spherical probe immersed in a dense
plasma (λD ≤ 0.02 Rprobe) and averaged over
50 1/ωpe. A “cut” was performed along the y-
axis (see Fig.5). The potential plotted in logarith-
mic scale and compared with [10]. A very good
agreement is found between results obtained with
PicUp3D and the results of [10], inside the sheath
structure (R < 3cm). Outside the sheath, the
residual thermal noise remains just in reasons of
a too short averaging time (Taverage < 1/ωpi).

Potential iso-contours (log scale)
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Figure 4: Electric potential iso-contours for a

spherical Langmuir probe biased to 25KBTe/e in a

Maxwellian plasma at rest (averaged over 50 plasma

periods).
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Figure 5: Langmuir probe in a Maxwellian plasma at

rest: This figure corresponds to a cut along the line

called ”cut” in Fig.4.

In Fig.6, the potential-current characteristic of
the same sphere is displayed. Two methods to
solve the electrostatic potential are compared each
other. The value of the floating potential of the

probe can be derived from the characteristics. As-
suming an electron-proton Maxwellian plasma at
rest, the floating potential φf of a spherical probe
is given by:

e

(
qeφf
kBTe

)
=

√
me

mi

√
Te

Ti

(
1 +

qeφf

kBTe

)
(5)

For a mass ratio of mi

me
= 400 and Ti ' Te, this

leads to:
φf ' −2.5

kBTe

e
(6)

Let φ̃f = eφf

kBT be the dimensionless potential. A
good agreement between the numerical and the-
oretical results, with a floating potential φ̃f '
3.0 ± 1.0 given by the simulation. Transient dy-
namics of the sheath structure was observed at
each step in potential. The relaxation time de-
pends on the mass ratio electrons to ions and the
amplitude of potential variations of the collecting
object. For each step, a simulation duration of a
few tens of plasma periods seems a minimum to
have a stabilised system. In practice, this value
remains much less than the typical charging time
of the complete satellite, but may be significant in
case of microscopic and fast mechanisms (e.g. dis-
charges) or for scientific observations with a high
time resolution.
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Figure 6: Potential-current characteristic for a

spherical Langmuir probe. Dots correspond to

the “mask technique” with an observation time of

15 1/ωpe. Crosses with error bars correspond to po-

tential/current characteristic obtained with the charge

equivalent method. One can observe a good agree-

ment between the two techniques.
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The equivalent electrodes method was used in
a second simulation. The sphere was uniformally
charged with a given elementary charge, the po-
tential left floating and read as an output. The
corresponding values are designed by the crosses
in Fig.8. Error bars are due to the fluctuation
in potential and current. We can observe a very
good agreement between both techniques which
are complementary in practice. In fine, the charge
equivalent method presents a better resolution in
the geometrical description of the spacecraft and
seems more adapted to floating objects, where the
potential is dynamically integrated as function of
the collected currents.

3.2 Computing benchmarks

JAVA is a semi-interpreted language, where source
codes are compiled into bytes-codes, which are
themselves interpreted using a specific runtime
environment called Java-Virtual-Machine (JVM).
Due to this interpreted approach, JAVA had the
reputation to be prohibitively slow and costly in
memory to perform large and realistic numerical
simulations such as the PIC method. Tests per-
formed with PicUp3D in this study show how-
ever that considerable improvements have been
done with the last generation of JVM, especially
with the introduction of Just-In-Time compilers.
In Fig.7, a comparison of the computing perfor-
mances of PicUp3D using various JVM under Linux
is shown. This corresponds to the technological
evolution observed in less than one year. A fac-
tor of five between the first JVMs and the most
efficient one has been observed.
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Figure 7: Benchmarks of the PIC loop of PicUp3D

with various JVM.

To compare with the performances of native
codes, the kernel of PicUp3D has been compiled

with the last version of the GNU compiler (GCJ/
GCC 2.95) able to produce native executable codes
from JAVA sources. Surprisingly, the speed im-
provement is not significant, probably due to the
fact that the current version of GCJ is still under
development and not fully optimised, especially
regarding the array access. JVMs have been con-
siderably improved, the level of optimisation of
compilers remains however very low and many im-
provements may be expected here in a near future.
We have to underline, that the final performances
are considerably dependent on the JVM/system
couple. Under Linux, the best performances have
been obtained with the IBM JVM 1.3. PicUp3D/
Spis is not compared with other codes written in
C or FORTRAN yet. It is likely that codes writ-
ten in JAVA are still slower. However, realistic
runs are already accessible on modern personal
computers. As in illustration, a run of 1000 1/ωpe

with 106 particles on a 64 × 64 × 64 grid can be
performed in about 24 hours on a Pentium III at
700 MHz.

4 Conclusion

The development of the PicUp3D code started in
December 1999. This computer code is still un-
der the testing and validation phase and more
detailed and quantitative tests are needed. The
preliminary results confirm the capabilities of the
PIC method to model complicated sheath struc-
tures and S/C-plasma interaction mechanisms on
large and realistic systems. The study has shown
that an Object Oriented Approach, e.g. based on
the JAVA language, is today relevant to large nu-
merical simulation tasks. The advantage of this
approach is that it facilitates a community based
development. In this perspective, it is planned in
the near future to make the PicUp3D code pub-
licly accessible in the framework of an interna-
tional collaborative network. The new models and
tools to be further developed in the frame of this
network will focus on high geometrical resolution
and will therefore be very suitable to scientific ap-
plications such as instrument calibration and data
analysis.
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